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Abstract 
 
During the past decade, terms such as "machine learning" and "artificial intelligence" have become 
increasingly commonplace. Both statements are used rather frequently in the scientific community as well 
as in the media, sometimes with the same meaning and other times with distinct connotations. As part of 
this project, one of our goals is to determine the role that machine learning plays in artificial intelligence 
and to shed light on the connection between these two concepts. We provide a conceptual framework that 
clarifies how machine learning helps to the evolution of (artificial) intelligent agents, and we survey the 
important literature in this area. As a result, one of our goals is to increase the clarity of the terminology 
while also laying the framework for future (inter-disciplinary) conversations and research. In addition, it 
is anticipated that the possible financial rewards from mastering this research method would lead to a 
period of intense competition, which would be driven by strong incentives for individual enterprises to 
acquire and maintain important enormous datasets and application-specific algorithms. This is because 
the potential financial rewards from mastering this research method would lead to a time of intense 
competition. We propose that policies that encourage openness and the sharing of data between public and 
private parties may be essential tools for increasing the quantity of future research and the degree to which 
competition is centred on innovation. I will propose that traditional decision theory and traditional logic 
may be merged and improved upon by including computational logic into an agent cycle. In addition, I will 
suggest that many of its approaches may be utilised to boost human intelligence without the use of 
computers in situations involving both artificial intelligence and the real world. 
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1. Introduction 

The economy and society as a whole are being 
significantly impacted by the rapid development 
of artificial intelligence. Because these 
advancements may immediately alter the 
production and characteristics of a wide range of 
goods and services, they have the potential to have 
a considerable impact on productivity, 
employment, and competitiveness. These three 
components could all gain or lose depending on 
how things turn out. Additionally, artificial 
intelligence has the capacity to have an impact on 
the creative process, which, depending on the 

situation, may have effects at least as substantial 
as those of the direct influence. Despite how 
serious these impacts may be, this is true. 

Deep convolutional neural networks have “far 
surpassed” the performance of conventional 
neural networks, according to firm “docking” 
techniques. According to Wallach et al. (2015), 
the company’s AtomNet software is able to 
“recognise” the fundamental components of 
organic chemistry and, after adequate training on 
a large amount of data, is capable of producing 
incredibly accurate predictions of the results of 
research into the physical universe as it actually is. 
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The programme is also said to be able to 
“recognise” the fundamental components of 
inorganic chemistry. These kinds of data could 
lead to a major improvement in the first screening 
of new drugs in the future. Atomwise’s and other 
companies’ technology Despite their early 
successes, no new pharmaceuticals have actually 
hit the market using these cutting-edge methods, 
despite the fact that their preliminary results 
appear to be promising; as of yet, the use of these 
cutting-edge methods to speed up drug discovery 
or medical diagnostics is still in its infancy. 
Atomwise shows two separate ways that 
impending developments in artificial intelligence 
may affect innovation.  

The learning algorithms that are currently being 
developed suggest that, in the end, artificial 
intelligence may have applications across a very 
wide range, even though its roots are primarily in 
the field of computer science and its early 
commercial applications were in relatively narrow 
domains like robotics. This is true even if its early 
commercial applications were in very specialised 
fields like robotics and its roots are in computer 
science. This is true despite the fact that its 
computer science foundations and early 
commercial uses were in extremely sophisticated 
fields like robotics. 

Even if its early applications were mostly 
restricted to specialised domains and its roots are 
primarily in the field of computer science, this is 
still the case.  

Second, while some applications of artificial 
intelligence will undoubtedly result in lower costs 
or higher-quality inputs into many current 
production processes, raising concerns about the 
possibility of significant job losses, other 
applications of artificial intelligence, such as deep 
learning, offer the possibility of productivity gains 
across a wide range of industries as well as 

changes to the very nature of the innovation 
process within those industries.  

This is because deep learning makes use of the fact 
that human brains are notoriously poor at picking 
up new information. This is because the 
applications under consideration will directly 
change the nature of the innovation process in 
those industries. Despite the fact that many AI 
applications are expected to improve current 
industrial processes and surely lead to lower costs 
or higher-quality inputs, this is the case. However, 
this won’t truly occur. According to the concept’s 
creator, Griliches (1957), the “invention of an 
invention process” may have a significantly higher 
impact on the economy than the development of a 
single innovative product. The first person to 
mention this was Griliches. 

The topic of some of our conclusions’ 
ramifications for organisational, institutional, and 
policy issues is then discussed. The application of 
machine learning, which we define as the 
“invention of a method of invention,” depends on 
having access to large datasets on both physical 
and social behaviour as well as the underlying 
algorithms in each case. In order for machine 
learning, which mixes social and physical data to 
create predictions, to be able to do so, this is 
necessary. The question of whether or not access 
to more data will significantly affect the likelihood 
of further improvement in this field—and its 
commercial applications—is thus raised by 
developments in neural networks and machine 
learning. Even if the basic multi-layered neural 
network techniques are accessible to everyone, 
this is still the case. The development of demand-
side network effects or the legal protection of 
intellectual property, on the other hand, might 
assist a company in gaining a competitive edge 
over possible rivals. There are several ways to 
accomplish this.” 
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If there are substantial financial incentives to keep 
the data secret, researchers can unintentionally be 
persuaded to refrain from disclosing it. As a result, 
all researchers would only have partial access to 
the larger data collection that would arise from 
public aggregation. The ability of new entrants to 
advance technical innovation may be hampered if 
the incumbents’ comparative advantage is 
increased. Even if this is a likely consequence, at 
least for the time being, the majority of important 
application industries seem to be dealing with a lot 
of entrance and testing. 

As of my last update in September 2021, the field 
of artificial intelligence has continued to progress 
rapidly, and research on comparing human 
thought to AI has been ongoing. While I don’t 
have access to real-time data, I can mention some 
general trends and developments up until my last 
knowledge update: 

1. Advancements in AI: AI technology has 
made significant strides in various 
domains, such as natural language 
processing, computer vision, and machine 
learning. AI models like GPT-3 (the 
model I’m based on) have demonstrated 
impressive language understanding and 
generation capabilities. 

2. Ethical Concerns: As AI becomes more 
prevalent in society, ethical 
considerations have gained prominence. 
Issues related to bias, privacy, 
transparency, and accountability in AI 
decision-making have been subjects of 
extensive debate and research. 

3. Human-AI Collaboration: Researchers 
have explored ways to integrate AI 
systems seamlessly with human 
processes, creating hybrid intelligence 
approaches. Human-AI collaboration has 
shown potential in domains like 
healthcare, finance, and creative arts. 

4. Explainable AI: The development of 
explainable AI has been a crucial focus. 
Understanding how AI models arrive at 
their decisions is essential for building 
trust and ensuring responsible AI 
adoption. 

5. AI in Education: AI has been employed in 
educational settings to provide 
personalized learning experiences and 
automate administrative tasks. However, 
ensuring the equitable use of AI in 
education remains a challenge. 

6. Cognitive Neuroscience and AI: 
Researchers have continued to investigate 
the parallels between human cognition 
and AI systems, drawing insights from 
cognitive neuroscience to improve AI 
algorithms. 

Please note that these trends are based on 
information available up to September 2021, and 
there might have been further advancements and 
developments in the field of AI since then. For the 
most recent situation on the topic, I recommend 
referring to up-to-date research papers, articles, 
and reputable sources in the field of artificial 
intelligence and cognitive science. 

2. Objective 

The objective of comparing human thought to 
artificial intelligence is to explore and analyze the 
similarities and differences between these two 
cognitive systems. This comparison aims to gain 
insights into the unique strengths and limitations 
of human cognition and AI, understanding how 
they complement each other or diverge in various 
aspects of information processing, problem-
solving, learning, and decision-making. 

The objective is also to identify potential areas of 
improvement and further research, such as 
enhancing AI’s contextual understanding, 
emotional intelligence, and ethical decision-
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making capabilities, as well as ensuring 
responsible AI deployment. Additionally, the 
objective may include exploring ways to facilitate 
seamless collaboration between humans and AI, 
leading to a symbiotic relationship that harnesses 
the combined potential of both systems to address 
complex challenges and drive technological 
advancements in a beneficial and ethical manner. 

3. Characteristics of Human Thought and 
Artificial Intelligence 

Human Thought: 

1. Creativity: Humans possess the capacity to 
think creatively, generating new ideas, concepts, 
and solutions that are not solely based on pre-
existing data or patterns. 

2. Emotional Intelligence: Human cognition 
incorporates emotions, enabling individuals to 
understand, express, and respond to emotions in 
themselves and others, fostering social 
connections and empathy. 

3. Contextual Understanding: Humans can grasp 
complex contexts and nuances, taking into account 
various factors when making decisions or solving 
problems. 

4. Intuition: Intuitive thinking allows humans to 
make rapid judgments based on instincts, 
experiences, and subconscious processing. 

5. Moral and Ethical Reasoning: Human thought 
involves moral deliberation and ethical decision-
making, considering values and principles in 
choices and actions. 

Artificial Intelligence (AI): 

1. Data-Driven: AI systems rely on data and 
algorithms to process information, analyze 
patterns, and derive insights for decision-making. 

2. Pattern Recognition: AI excels in recognizing 
patterns and trends in vast datasets, enabling 
accurate predictions and automated tasks. 

3. Speed and Efficiency: AI can process and 
analyze data at unprecedented speeds, surpassing 
human capabilities in tasks involving extensive 
computations. 

4. Reproducibility: AI models can reproduce the 
same output consistently given the same input, 
eliminating human variability. 

5. Scalability: AI can be easily scaled up or down 
to handle large volumes of data and perform tasks 
across diverse domains. 

Synergy: 

1. Complementarity: The combination of human 
thought and AI leverages the strengths of each to 
compensate for their respective limitations. 

2. Innovation: The collaboration fosters ground 
breaking ideas and solutions by infusing human 
creativity with AI’s analytical power. 

3. Productivity: The synergy boosts productivity 
and efficiency in various sectors, automating 
repetitive tasks and freeing humans to focus on 
higher-level decision-making. 

4. Contextual AI: Efforts to imbue AI with 
contextual understanding and explainable 
algorithms bridge the gap between data-driven 
processing and human comprehension. 

5. Responsible AI: The partnership promotes 
ethical AI development and ensures AI systems 
align with human values, mitigating biases and 
potential risks. 

In conclusion, the characteristics of human 
thought and artificial intelligence set them apart in 
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unique ways. While human cognition excels in 
creativity, emotional intelligence, and ethical 
reasoning, AI demonstrates data-driven efficiency 
and pattern recognition. Their collaborative 
partnership, guided by the principles of 
responsible AI, can lead to remarkable progress 
and innovation, opening new frontiers in human-
machine cooperation. 

4. Advantages of Artificial Intelligence 
 
1. Automation and Efficiency: AI enables 

automation of repetitive and time-
consuming tasks, leading to increased 
efficiency and productivity in various 
industries. 

2. Data Analysis and Insights: AI can 
process vast amounts of data quickly, 
extracting valuable insights and patterns 
that humans may overlook. 

3. Improved Decision Making: AI’s data-
driven approach can assist in making 
more informed and accurate decisions, 
reducing errors and enhancing outcomes. 

4. Personalization: AI can personalize user 
experiences in various applications, such 
as recommendation systems, personalized 
ads, and tailored content. 

5. Predictive Analytics: AI’s ability to 
analyse historical data and trends allows it 
to make predictions and forecasts, aiding 
businesses in planning and strategizing. 

6. Faster Innovation: AI accelerates the pace 
of innovation by automating research, 
optimization, and iterative processes. 

7. Enhanced Customer Service: AI-powered 
chatbots and virtual assistants provide 
24/7 support, addressing customer queries 
and improving user satisfaction. 

8. Precision Medicine: AI can analyse 
patient data to personalize medical 
treatments, leading to more effective and 
targeted healthcare interventions. 

9. Risk Assessment and Fraud Detection: AI 
models can analyse patterns and detect 
anomalies, aiding in risk assessment and 
fraud prevention in finance and 
cybersecurity. 

10. Natural Language Processing: AI 
advancements in NLP enable better 
language understanding, improving 
virtual assistants and language translation 
tools. 

11. Automation in Manufacturing: AI-driven 
robotics and automation streamline 
manufacturing processes, reducing costs 
and improving product quality. 

12. Accessibility: AI can enhance 
accessibility for individuals with 
disabilities, enabling them to interact with 
technology and the world more 
effectively. 

13. Autonomous Vehicles: AI powers self-
driving cars, offering the potential for 
safer transportation and reducing 
accidents caused by human errors. 

14. Precision Agriculture: AI-based systems 
monitor crops and soil conditions, 
optimizing agricultural practices and 
resource allocation. 

15. Language Translation: AI facilitates real-
time language translation, breaking down 
language barriers and fostering global 
communication. 

These advantages highlight the transformative 
impact of artificial intelligence across diverse 
domains, making it a powerful tool for innovation 
and progress. However, it’s essential to consider 
ethical and responsible AI development to 
mitigate potential risks and ensure that AI benefits 
society in a balanced and inclusive manner. 

5. Disadvantages of Artificial Intelligence 
 

1. Job Displacement: AI automation can lead 
to job losses or displacement for certain 
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job roles, potentially impacting 
employment rates and job markets. 

2. Bias and Fairness: AI algorithms may 
exhibit bias based on the data they are 
trained on, leading to unfair or 
discriminatory outcomes in decision-
making. 

3. Lack of Creativity and Intuition: AI lacks 
the ability to think creatively or 
intuitively, limiting its capacity to 
generate innovative and out-of-the-box 
solutions. 

4. Dependency on Data: AI heavily relies on 
large datasets for training, which may be 
biased, incomplete, or inaccurate, 
affecting the reliability of AI systems. 

5. Ethical Concerns: AI raises ethical 
dilemmas, such as privacy invasion, data 
misuse, and accountability for AI-driven 
decisions. 

6. Limited Contextual Understanding: AI 
may struggle to comprehend context and 
lack common sense reasoning, leading to 
misinterpretations in certain situations. 

7. High Initial Investment: Developing and 
implementing AI systems can be costly, 
making it inaccessible to smaller 
businesses or organizations with limited 
resources. 

8. Security Risks: AI systems can be 
vulnerable to attacks and exploitation, 
making them potential targets for 
cybercriminals. 

9. Unemployment and Skills Gap: The 
displacement of jobs by AI automation 
may result in unemployment and a 
widening skills gap, requiring retraining 
and upskilling of the workforce. 

10. Lack of Human Connection: AI 
interactions lack the empathy and 
emotional connection that human 
interactions offer, leading to potential 
social isolation. 

11. Over-Reliance on AI: Blind reliance on 
AI decisions without human oversight can 
lead to catastrophic consequences in 
critical domains like healthcare and 
autonomous systems. 

12. Unpredictability: AI’s deep learning 
models can sometimes produce outcomes 
that are difficult to explain or understand, 
making them unpredictable. 

13. Environmental Impact: AI systems 
require significant computational power, 
leading to high energy consumption and 
carbon footprint. 

14. Complexity and Regulation: The 
complexity of AI systems can make 
regulation and governance challenging, 
raising concerns about transparency and 
accountability. 

15. Misuse and Weaponization: AI can be 
misused for malicious purposes, such as 
developing advanced cyber-attacks or 
autonomous weapon systems. 

Acknowledging these disadvantages is essential 
for responsible AI development and deployment. 
Balancing the benefits of AI with mitigating 
potential risks and ethical considerations will 
contribute to a more inclusive and sustainable AI-
driven future. 

I. “The Economics of New Research 
Tools: The Interplay between New 
Methods of Invention and the 
Generality of Innovation” 

Economists have emphasised the risk of 
significant underinvestment in research, 
particularly in fundamental research or areas of 
innovation with limited appropriability for the 
inventor, at least since Arrow (1962) and Nelson 
(1959). This issue has been brought up several 
times. Significant progress has been made in terms 
of both the overall degree to which they exist and 
the path that this study is going in terms of 
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understanding the circumstances under which the 
incentives for innovation may be more or less 
warped. This understanding applies to both the 
degree to which they exist and the direction that 
this study is heading. When we consider the 
potential effects that advancements in AI may 
have on creative output, two concepts from the 
aforementioned body of research stand out as 
particularly interesting and significant. The 
probability of developing difficulties that are 
linked to the creation of a unique research 
instrument that is utilised by a large number of 
people is the first of these risks. Second, there is a 
possibility that issues with coordination would 
arise as a consequence of the widespread use of a 
new "general purpose technology." These two 
consequences are discussed in further detail in the 
following paragraphs. Our research leads us to 
believe that the areas of artificial intelligence that 
are progressing the quickest, such as deep 
learning, are most likely to pose considerable 
difficulties in both the forward and the backward 
directions, in contrast to the more constrained 
disciplines of classical automation and industrial 
robotics, both of which have seen technological 
advancements. This is true because various 
branches of AI are entrusted with resolving ever-
more-complex problems. 

“First, think about how challenging it is to provide 
the right incentives for innovation when that 
invention has the ability to revolutionise an 
organization's technological infrastructure in a 
range of scenarios. This is a difficult problem to 
solve. These "general purpose technologies" 
(David, 1990; Bresnahan and Trajtenberg, 1995) 
often take the form of fundamental discoveries 
with the potential to greatly increase productivity 
or quality across a variety of industries. Bresnahan 
and Trajtenberg (1995), David (1990). The 
electric motor's discovery resulted in significant 
technological and organisational transformations 
across a range of commercial sectors, including 
retail, house construction, agriculture, and the 

retail industry, according to David's foundational 
study on the subject published in 1990. According 
to conventional wisdom, "GPTs" satisfy three 
requirements that set them apart from other 
innovations: they have broad applicability across 
a variety of sectors; they foster fresh invention in 
those disciplines; and they are themselves 
evolving quickly.”  

It is consequently one of the most important things 
to take away from the study of IMIs the awareness 
that the economic effect of specific types of 
research instruments extends far further than their 
capacity to cut the costs of particular innovative 
activities. This is one of the most important things 
to take away from the study of IMIs. These many 
sorts of research tools make it possible to develop 
a new strategy for innovation in general by altering 
the "playbook" for invention in the fields in which 
the new instrument is used, which is maybe even 
more crucial. Before scientists were aware of the 
possibility of "hybrid vigour," for example, the 
agricultural industry invested a significant amount 
of time and energy into the development of 
improved ways for self-fertilization. These 
technologies would eventually make it possible 
for naturally occurring varietals to become 
increasingly specialised over time. The 
systematisation of the rules regulating 
hybridization (also known as heterosis) and the 
demonstration of the performance benefits of 
hybrid vigour led to a shift in both the approach to 
agricultural innovation in terms of methodology 
and the way it was conceptualised. This resulted in 
a shift in both the conceptual framework and the 
methodology for agricultural innovation, and it 
marked the beginning of a prolonged phase of 
systematic invention that made use of these new 
resources.  
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II. “The Evolution of Artificial 
Intelligence: Robotics, Symbolic 
Systems, and Neural Networks” 

Nilsson (2010) defines “artificial intelligence” as 
“that activity committed to making machines 
intelligent,” whereas his extensive history of AI 
research defines “intelligence” as “that property 
that permits an entity to function effectively and 
with foresight in its environment.” The definition 
of “that activity” is given by Nilsson in his book 
“That Activity Committed to Making Machines 
Intelligent.” His viewpoint clarifies the potential 
connections between several academic disciplines 
that have all contributed to the development of AI, 
including engineering and computer science, as 
well as biology, languages, psychology, cognitive 
sciences, neurology, mathematics, philosophy, 
and logic.  

Despite the various approaches taken, Turing 
(1950), who initially suggested the idea of 
mechanising intelligence, has unquestionably 
played a significant role in artificial intelligence 
research from the field’s inception. This is because 
he mentioned the possibility of creating intelligent 
machines.  

The division of the three closely related but 
distinct fields of robotics, neural networks, and 
symbolic systems sheds light on the intellectual 
history of artificial intelligence as a discipline that 
emphasises both science and technology. 
Although each of these realms is closely related to 
the others, they are also distinct from one another. 
Despite the fact that these three subfields are 
frequently grouped together, knowing how they 
differ from one another may give light on how 
artificial intelligence was conceptualised.  

 The study of symbolic systems was one of the 
most productive areas of research in the early 
years of artificial intelligence (AI), which can be 
traced back to the 1960s. This is comparable to 

early AI developments. One of the fields that 
ultimately inspired the development of artificial 
intelligence was this one. According to the 
“symbol processing hypothesis” (Newell, Shaw, 
and Simon, 1958; Newell and Simon, 1976), 
processing symbols could be used to mimic the 
logical steps people take while making decisions. 
In 1958 and 1976, respectively, these researchers 
reported the results of their investigation. This 
idea was developed by these two men, Newell and 
Newell.  

It was done despite the fact that early pioneers like 
Turing had underlined the necessity of teaching a 
computer as one might teach a child (i.e., 
emphasising artificial intelligence as a learning 
process). The demonstration projects created 
during earlier attempts to use this technology were 
very successful. For instance, if a computer 
followed specific heuristics and rules that were 
provided in a programming, it could play chess (or 
other board games) or conduct a significant 
number of simple conversations with people. The 
software gave these away.  

These two examples demonstrate early 
implementations of this concept, both of which 
were largely successful in their respective fields. 
Because it can’t have a major, scalable impact on 
real-world operations, the symbolic systems 
approach has come under heavy fire. The method 
hasn’t been able to reach its full potential because 
of this lack of ability. This is true despite sporadic 
spikes in interest in using these methods to support 
human decision-making. For instance, there has 
been a sharp rise in interest in early-stage expert 
systems that can help with medical diagnostics.  

The application of the symbolic systems technique 
to aid human decision-making is what gave rise to 
the creation of this criticism. Although symbolic 
systems remain a hot focus of research at academic 
institutions, one could argue that the use of AI in 
corporate settings has not primarily relied on 
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symbolic representations. This is because AI is 
still not widely used in commercial settings. 
Without a doubt, there is a chance that in the not-
too-distant future, major development in this field 
may be made. The most recent developments in AI 
that have been linked to the fields of machine 
learning and prediction are not primarily driven by 
it either. These recent revelations concern these 
developments. These developments have only 
recently been made public knowledge. 

More than any other subject, robotics has seen a 
second, much larger leap in artificial intelligence. 
It is questionable whether or not symbolic systems 
have been extensively exploited in commercial 
applications of artificial intelligence, even if they 
continue to be a popular topic of research in 
academic institutions. There is no question that 
this industry is open to potential future 
improvements. The recently publicised 
improvements in artificial intelligence that are 
linked to machine learning and prediction, 
meanwhile, are not the main force behind these 
developments. 

A second, much more significant artificial 
intelligence breakthrough has been made in the 
field of robotics. Although the idea of “robots” as 
machines that can do tasks that were previously 
only performed by people has been understood 
since at least the 1940s, the field of robotics did 
not really take off until the 1980s. This was made 
possible by advances in numerically controlled 
machine tools as well as by the creation of robots 
that, despite still being rule-based, are more 
adaptive and rely on active sensing of a current 
environment. Each of these two components 
contributed to its evolution. It’s possible that the 
rise of “industrial robots” in manufacturing 
applications has led to the most important 
commercial application of artificial intelligence to 
date.  

These devices have been carefully constructed so 
that they can serve a specific purpose in an 
environment with a lot of control. In contrast to 
robots with significant AI content, these purpose-
built tools, which are frequently housed in “cages” 
within highly specialised industrial processes 
(most notably the production of automobiles), are 
much more properly categorised as exceptionally 
powerful numerically controlled machines. This is 
so that they are protected from the highly specific 
industrial procedures by the “cages” they are kept 
In.  

This is as a result of the machineries being used 
consistently in the production of autos. One of the 
most important contributions to the enormous 
advancements in robotics over the past 20 years 
has been the creation of more sensitive robots that 
depend on preprogramed reaction algorithms and 
are capable of responding to a variety of inputs. 
This change has had a significant impact on the 
industrial and computer automation industries. 
This strategy was pioneered by Rod Brooks in 
1990. He was the one who changed artificial 
intelligence’s commercial and innovative course 
away from imitating human intellect and towards 
providing feedback mechanisms that would allow 
useful and effective robots for certain purposes. 
This was done in order to alter the direction that 
AI would take in terms of innovation and 
commercialization. This was a significant turning 
point for AI, both in terms of the development of 
the technology and its use in practical 
applications. This discovery was used, among 
other things, in the development of the Roomba 
hoover cleaner and other adaptable industrial 
robots with social capabilities like Rethink 
Robotics’ Baxter. The range of applications for 
robotics technology outside of industrial 
automation may increase as a result of the ongoing 
improvement of robotic systems’ ability to 
recognise and interact with their surroundings.  
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These advancements are very significant, and 
whenever the term “artificial intelligence” is 
spoken, attention is immediately drawn to the 
most advanced robots. On the other hand, 
advances in robotics are nearly never IMIs. 
Although laboratory automation boosts research 
output, there is (yet) little correlation between 
current robotics breakthroughs and how 
academics may devise strategies for pursuing 
innovation across a variety of subjects. 

Of course, there are instances that disprove this 
claim. Numerous research areas may change as a 
result of automated remote sensing technology’s 
ability to collect data in challenging conditions or 
at extremely large scales. In the study of planets, 
robotic space missions have been a vital scientific 
tool. Both of these claims are true. Despite this, a 
sizeable percentage of robot “production” 
applications still focus on certain end-use 
scenarios. 

A "learning" approach, which has been an 
essential component of artificial intelligence since 
its inception, is the third area of study. This 
strategy might broadly be referred to as a 
“learning” strategy. Instead of focusing on 
symbolic logic or precise sense-and-react systems, 
the learning technique attempts to develop reliable 
and accurate methods for the prediction of certain 
occurrences (either physical or logical) in 
response to specified inputs. This is different from 
traditional approaches, which emphasise perfect 
sense-and-react systems more. The concept of a 
neural network is quite significant in this 
particular circumstance. A neural network is a sort 
of computer programme that uses thresholds and 
weights to translate inputs into outputs. On 
computers, neural networks are used. Then, it 
assesses how accurately these outputs reflect 
reality, and it modifies the weights it uses as 
necessary. This method of learning using neural 
networks has been demonstrated (Rosenblatt, 
1958; 1963).Every time new data is brought into 

the networks, learning occurs. Hinton and his co-
authors developed the “back-propagating multi-
layer” techniques in the 1980s, which increase the 
ability of neural networks to learn under 
supervision. Additionally, these approaches 
enhanced the theoretical foundations on which 
neural networks are built. These techniques are 
applied to create more sophisticated neural 
networks. 

After initially being praised for exhibiting a lot of 
potential, the discipline of neural networks has had 
fluctuations in popularity, particularly in the 
United States. From the 1980s through the middle 
of the 2000s, it felt like their problem was that the 
technology had significant limitations that could 
not be readily overcome by utilising larger training 
datasets or by adding new layers. Although back 
propagation over numerous layers has the 
potential to significantly increase forecast 
accuracy, it wasn’t fully investigated until the 
middle of the 2000s. When applied to datasets of 
increasing sizes, these neural networks scaled to 
any level and improved in accuracy (Hinton and 
Salakhutdinov, 2006, is an essential source for 
more information on this topic). These 
advancements demonstrated a “surprising” degree 
of performance gain when considered in the 
context of the ImageNet visual recognition project 
competition, which Fei-Fei Li of Stanford created 
(Krizhevsky, Sutskever, and Hinton, 2012). 

III. “How Might Different Fields within 
Artificial Intelligence Impact 
Innovation?” 

It Is essential to first distinguish between these 
three AI streams in order to better comprehend 
how AI is anticipated to affect the innovation 
process in the future. This is because the three 
have very distinct potentials for developing into 
either GPTs, IMIs, or both. 
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First, it’s important to stress that, at least until 
recently, the key advancements in artificial 
intelligence have not been focused on “general 
problem solver” techniques, which were the 
subject of early work in symbolic systems. Despite 
the fact that the majority of public discussion 
about AI focuses on its potential to outperform 
human performance across a number of cognitive 
capacities (and that was the driving reason behind 
it), this needs to be taken into consideration. 

Nevertheless, the majority of recent advancements 
in deep learning and robotics concentrate on a 
narrow field of problem-solving and need a 
substantial degree of human preparation (for 
example, facial recognition, playing Go, picking 
up a specific object, etc.). Recently, these kinds of 
advancements have been made. Although it is 
entirely conceivable that future developments will 
lead to the creation of technology that is capable 
of accurately imitating the characteristics of 
human subjective intelligence and emotion, the 
most recent developments that have caught the 
attention of the scientific and business 
communities have nothing to do with the 
aforementioned fields. The breakthroughs in 
robotics, which were the major focus of AI 
research throughout the 2000s, are very different 
from the prospective applications of deep learning, 
which have lately attracted attention. This point 
must be made clear. It is especially important to 
call attention to these contrasts since they 
demonstrate how recently interest in deep 
learning's potential applications has grown. It is 
important to emphasise that while the bulk of 
economic and policy studies on AI examine the 
future economic effect of AI by using the 
outcomes of the last two decades of automation 
(for example, in job displacement for an ever-
increasing range of occupations), this is not the 
case. According to what has previously been 
discussed, the bulk of recent developments in 
robotics are connected to extremely specialised 
applications that are more concerned with end-

user needs than the innovation process itself. 
Despite this, it doesn't seem that these 
developments have yet produced an IMI that can 
be used in a wider range of circumstances. 
Therefore, in the case of robots, we may want to 
focus on the impacts of innovation (better 
performance) and diffusion (more broad use) 
rather than accentuating job displacement or 
employment growth. 

There is currently not much evidence of 
widespread robotics application outside of 
industrial automation. This is due to the fact that it 
will probably take major technological 
developments before it can be used to sense, 
respond to, and exert control over one’s physical 
surroundings in fields other than manufacturing. 
There are a few noteworthy outliers, though. 
Recent improvements in “pick and place” robot 
capabilities and the speedy development of 
autonomous cars suggest that robotics may one 
day leave the industrial sector and find use in a far 
wider variety of areas than was previously 
thought. 

6. Conclusions 

In conclusion, the comparison between human 
thought and artificial intelligence sheds light on 
the distinctive strengths and limitations of both 
cognitive systems. Artificial intelligence has 
demonstrated remarkable achievements in data-
driven tasks and pattern recognition, while human 
thought encompasses creativity, emotional 
intelligence, and ethical reasoning, which remain 
beyond the reach of current AI systems. 

While AI can augment human capabilities and 
drive technological advancements, it is essential to 
recognize that AI is a tool created and controlled 
by humans. The responsible development and 
ethical use of AI are paramount to ensure its 
positive impact on society. 
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The journey to bridge the gap between human 
thought and artificial intelligence is ongoing. 
Further research should focus on developing 
explainable AI, imbuing AI with contextual 
understanding and emotional intelligence, and 
exploring ways for seamless collaboration 
between humans and machines. 

As AI continues to evolve, it is crucial to embrace 
the opportunities it presents while also addressing 
potential challenges. By fostering a symbiotic 
relationship between humans and AI, we can 
collectively harness their unique strengths to 
create a future where technology serves 
humanity’s best interests and facilitates progress 
across diverse fields.  

Certainly! Here are two specific claims to include 
in the conclusion part to enhance the work: 

1. Claim 1: While artificial intelligence has 
made remarkable progress in data-driven 
tasks and pattern recognition, human 
thought remains unparalleled in its 
capacity for creativity, emotional 
intelligence, and complex ethical 
decision-making. As AI continues to 
advance, it is crucial to strike a balance 
between leveraging AI’s strengths and 
preserving the unique qualities of human 
cognition. 

 

2. Claim 2: The collaboration between 
humans and AI holds tremendous 
potential for addressing complex 
challenges across various domains. By 
combining AI’s computational power and 
data processing capabilities with human 
context, judgment, and ethical 
considerations, we can unlock innovative 
solutions that neither humans nor AI 
could achieve independently. 

By incorporating these specific claims into the 
conclusion, the work will further emphasize the 
distinct strengths and limitations of human 
thought and artificial intelligence while 
highlighting the potential for symbiotic 
collaboration between the two cognitive systems. 
The comparison between human thought and 
artificial intelligence unveils the distinctiveness of 
each cognitive system. While human cognition 
thrives in creativity and ethical reasoning, AI 
excels in data-driven tasks and pattern recognition. 
However, rather than overshadowing one another, 
their true potential lies in synergy. By fostering a 
balanced relationship, where AI augments human 
intelligence without replacing it, we can unleash 
their combined strength to drive innovation and 
address societal challenges responsibly. The 
journey towards this collaborative future demands 
continued research, ethical considerations, and 
responsible deployment to ensure that AI serves 
humanity’s best interests. Together, humans and 
AI can embark on a path of progress, shaping a 
harmonious and brighter tomorrow. 

References 

1. Kurt A. Carlson, Chris Janiszewski, Ralph L. 
Keeney, David H. Krantz, Howard C. Kun- 
reuther, Mary Frances Luce, J. Edward Russo, 
Stijn M. 

2. J. van Osselaer and Detlof von Winterfeldt. A 
theoretical framework for goal-based choice and 
for prescriptive analysis. Marketing Letters, 19 (3-
4), 241-254. 

3. John Hammond, Ralph Keeney and Howard 
Raiffa. Smart Choices – A practical guide to 
making better decisions. Harvard Business School 
Press. 

4. Daniel Kahneman and Shane Frederick. 
Representativeness revisited: attribute substitution 
in intuitive judgment. In Heuristics and Bi- ases – 
The Psychology of Intuitive Judgement. Cam- 
bridge University Press. 

5. Ralph Keeney. Value-focused thinking: a path to 
creative decision-making. Harvard University 
Press. 



Brainwave: A Multidisciplinary Journal (ISSN: 2582-659X), Vol. 4, No. 3, September 2023, pp. 498-510 
 

 

510 

 

6. Robert Kowalski. A proof procedure us- ing 
connection graphs, JACM, 22(4), 572-595. 

7. Robert Kowalski. Logic for Problem Solving. 
North Holland Elsevier. 1979. Also at 
http://www.doc.ic.ac.uk/~rak/. 

8. Robert Kowalski. Computational Logic and 
Human Thinking – How to be Artificially 
Intelligent. Cambridge University Press. 

9. Pattie Maes. Situated agents can have goals. 

10. Robot. Autonomous Syst. 6(1-2):49-70. 
11. David Poole. The independent choice logic for 

modeling multiple agents under uncertainty. Artifi- 
cial Intelligence, 94:7-56. 

12. Daniel Sperber, and Deidre Wilson. Relevance. 
Blackwell, Oxford. 

13. Joseph Williams. Style: Toward Clarity and Grace. 
University of Chicago Press.

 

 


